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1  Introduction

Face clustering is a fundamental task in computer vision 
that allows for the grouping of similar faces without any 
prior knowledge of their identities [1]. It enables efficient 
organization and retrieval of faces, facilitating large-scale 
face recognition in various domains including human-robot 
interaction [2], surveillance [3, 4], and forensic investiga-
tion [5]. Facial analysis in video streams is a particularly 
interesting application of face clustering, where it can be 
used to extract valuable insights by automated aggrega-
tion of appearances and screen time [6]. For example, the 
clustering of faces appearing on news television can allow 
researchers and media monitors to conduct large-scale stud-
ies to answer socially relevant questions, such as biases in 
media coverage [6]. The identification and association of 
faces with demographic attributes can also allow broad-
casters to analyze audience engagement and preferences, in 
order to optimize content production.
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Abstract
Recent advances in deep learning have led to significant improvements in face recognition systems, but face clustering, 
particularly in video streams, remains a challenging problem. Current video face clustering approaches are primarily 
tailored for short-form content, such as movies and television shows, that features a limited number of face images and 
individuals. The few existing large-scale face datasets are derived from web images and do not effectively capture the 
complexities of the video domain. In view of these limitations, we present TVFace, the first large-scale dataset of face 
images extracted from long-form video content. TVFace has been sourced from public live streams of international news 
channels and contains a total of 2.6 million face images of 33 thousand individuals. To address the challenge of identity 
annotation in unstructured video streams, we design a semi-automatic annotation framework that combines unsupervised 
face clustering with human validation, ensuring scalable and high-quality labeling. TVFace is well suited to evaluate and 
advance face representation and identity classification components of face recognition systems across both image and 
video domains. We also demonstrate the effectiveness of TVFace in evaluating real-time person retrieval systems using a 
novel tree-search-based Hierarchical Retrieval Index tailored for online face clustering. In conclusion, our work centers 
around the preparation of TVFace, a dataset poised to reshape the landscape of face recognition in the video domain, 
making it a crucial resource for the research community. The dataset and code are available at ​h​t​t​p​​s​:​/​​/​g​i​t​​h​u​​b​.​c​​o​m​/​V​​i​s​i​​o​n​
-​​A​t​-​​S​E​E​​C​S​/​s​​t​r​​e​a​m​f​a​c​e.
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Video stream analytics systems are limited to unsuper-
vised clustering techniques due to the unscalability of tra-
ditional approaches to face recognition, such as verification 
and identification, which require one-to-one comparison 
between faces. Consequently, their computational complex-
ity degrades significantly with increasing number of images 
and classes [7]. In addition, the unknown nature of indi-
viduals makes it impractical to train classification models. 
Although there exist large datasets of celebrity faces [8–10], 
enabling efficient identification of well-known personali-
ties within video streams, the challenge lies in identifying 
unknown individuals, and unsupervised clustering provides 
the only viable solution for this task.

Video face clustering has been studied extensively in 
recent years [11–14] but these studies are generally con-
ducted on short-form content, such as movies and television 
shows, with datasets [15–18] limited to only a few hun-
dred thousand images of a few thousand individuals. This 
limitation arises because short-form content typically has a 
restricted runtime of only a few hours, inherently capping 
the number of unique frames and face appearances avail-
able for clustering. In contrast, long-form content, such as 
live television broadcasts, spans several hundred hours of 
continuous footage, significantly increasing the volume of 
facial data. This extended runtime can enable the creation of 
more diverse and comprehensive datasets containing mil-
lions of images. Although several million-scale face data-
sets [8–10, 19, 20] are available, these are based on web 
images of celebrities and do not represent the challenges of 
the video domain, such as frequent variations in photomet-
ric properties and non-discriminatory facial attributes, like 
pose and expression.

We present TVFace, the first large-scale dataset of face 
images sourced from video streams. It consists of 2.6 mil-
lion images of 33 thousand individuals, extracted from live 
broadcasts of 22 international news channels. The dataset is 
organized into 22 subsets, each corresponding to a specific 
television channel, and features a diverse demographic dis-
tribution, with the channels originating from 15 countries 
across five continents. The dataset is also annotated for six 
facial attributes (mask, age, gender, ethnicity, expression, 
and pose) using state-of-the-art models for face analysis.

Identity annotation is the main challenge in extracting 
face datasets from video streams due to the complete lack of 
even weak supervision for labelling. In web images, associ-
ated metadata can be used to identify faces while movie-
based datasets can rely on lists of cast members to facilitate 
annotation. However, faces extracted from long-form video 
content, such as live television, are completely unstruc-
tured. Therefore, we design StreamFace, a semi-automatic 
annotation framework based on unsupervised clustering, 
in order to facilitate manual annotation of large collection 

of face images. Face clustering is employed to generate an 
initial labeling that groups the most similar faces, followed 
by manual annotation that merges overlapping clusters and 
removes noisy ones. Moreover, faces from each television 
channel are annotated independently to enhance labelling 
accuracy since small-scale face recognition systems are 
generally more accurate than large-scale systems.

We also design a Hierarchical Retrieval Index for fast 
face matching in online person identification to demon-
strate the effectiveness of the proposed dataset in evaluating 
real-time person retrieval systems. The index consists of a 
tree-based data structure where leaves contain feature vec-
tors representing face images, while the internal nodes store 
their mean feature vectors. This results in a hierarchical 
ordering of feature vectors similar to a dendrogram. Given 
a query feature vector of a new face image, its approximate 
nearest neighbors can be determined by traversing down the 
tree like tree search. The index can be employed for several 
tasks in face recognition including identification and online 
clustering.

The following is a summary of our contributions:

	● We develop frameworks for automated extraction of face 
images from live streams and semi-automatic identity 
annotation of unstructured collections of face images.

	● We prepare the first large-scale dataset of face images 
extracted from long-form video content using the afore-
mentioned frameworks. The dataset is well-suited for 
the evaluation of face representation and identity clas-
sification components in both image and video domains, 
as well as for multiple tasks including identification and 
clustering.

	● We design a Hierarchical Retrieval Index based on tree 
search that can be employed for fast face matching in 
several face recognition tasks. The index is used to 
demonstrate the effectiveness of the proposed dataset in 
evaluating real-time person retrieval.

The remainder of this paper is organized as follows. Sec-
tion  2 contains an overview of existing research relevant 
to our problem. Section  3 details the dataset preparation 
methodology while Sect. 4 describes the proposed Hierar-
chical Retrieval Index, followed by experiments and results 
in Sect. 5. The results, implications and limitations of this 
study are discussed in Sect. 6.
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2  Related work

This section contains a discussion on the limitations of cur-
rent face datasets in order to identify the research gaps that 
need to be addressed, along with an overview of current face 
clustering and identification techniques.

2.1  Face datasets

Face datasets are crucial for the development of face recog-
nition systems as these provide a standardized benchmark 
for evaluating and comparing different approaches. These 
datasets also help researchers to identify the biases and limi-
tations of their models, guiding future development. A good 
face dataset should consist of a large and diverse collection 
of face images, accurate identity labels, and facial attribute 
annotations, in order to ensure that the recognition system is 
robust to variability in facial appearance.

Face recognition benchmarks [16, 21–24] are generally 
quite small due to the infeasibility of manual annotation at 
large scales. In recent years, some large-scale datasets [8–
10, 20] have also been made publicly available but these 
contain high quality web images of celebrities and are ill-
suited for the evaluation of recognition in unconstrained 
settings. Moreover, image-based datasets rarely feature 
the range of variability in photometric properties and non-
discriminatory facial attributes characteristic of the video 
domain, and even non-celebrity datasets [19] are subject to 
these limitations. Video face datasets are curated from mov-
ies and television shows that either feature a small number 
of face images [17, 27] or are limited in terms of the number 
of classes [25, 26].

Face datasets are often biased towards certain demo-
graphic (age, gender, and ethnicity) and non-demographic 
(pose, expression, hairstyle, and accessories) facial attri-
butes [28]. In fact, a lot of research in recent years has 
focused on the correction of these biases and the develop-
ment of invariant recognition systems [29–36]. There has 
been a particular emphasis on the refinement of existing 
datasets alongside the development of new ones [20, 37]. 
The LFW [21] dataset, for example, has several variants 
focusing on different biases [38, 39].

2.2  Face clustering

Face clustering has been the subject of significant research 
over the years, especially for unsupervised identity clas-
sification. The initial approaches were generally designed 
for small-scale applications, like photo album tagging, that 
often featured less than a hundred individuals and a few 
thousand images [40]. More recent studies have focused on 

the development of novel clustering techniques for large-
scale applications [1, 41–44].

The availability of large-scale datasets also led to inter-
est in supervised clustering techniques [45–48]. These are 
generally based on graph convolutional networks (GCNs) 
[49], deep neural networks that extend convolutions to 
graph-structured data, that learn complex patterns in affin-
ity graphs based on nearest neighbors calculated using fea-
ture vectors in deep feature spaces. Although GCN-based 
approaches have been shown to be more accurate than unsu-
pervised clustering techniques on some datasets, they are 
fairly sensitive to hard or noisy samples while also carrying 
a large computational footprint as they require long training 
times on large datasets [50].

Clustering can also facilitate the annotation of completely 
unstructured collections of face images by generating an 
initial rough labelling. However, face clustering techniques 
are generally not very accurate, especially at scale, and 
require post-processing for the removal of impure clusters. 
Nech et al. [19], for example, use intra-cluster pairwise dis-
tance distributions to detect impure clusters in MegaFace2. 
Although this is a completely automated technique, it relies 
on the accuracy of face representation models that is gener-
ally quite poor in videos due to frequent variations in pose, 
expressions, and photometric properties. Another approach 
is to perform partial clustering that groups only the most 
similar faces, resulting in multiple clusters for the same 
individual which can then be combined by human annota-
tors [51, 52]. This method allows for manual annotation of 
large-scale datasets since labelling images by groups sig-
nificantly reduces the annotation workload.

2.3  Face identification

Face identification typically requires pairwise comparisons 
between feature vectors, known as face matching [53]. The 
vectors of known faces are saved in a database, called the 
gallery, and probe vectors of unknown faces are compared 
with all vectors in the gallery based on some distance met-
ric, like cosine distance. A probe is assigned an class if its 
distance to the class’s exemplar in the gallery is less than 
some threshold.

As the computational efficiency of such methods 
degrades with scale [7], there has been considerable interest 
in large-scale face identification, especially in recent years 
as face datasets have become larger and more challenging. 
These studies [7, 54–56] aim to reduce the search space, 
either by using approximate search to find top candidates 
or by filtering out imposters. However, such methods often 
require the transformation of deep features into simpler rep-
resentations that facilitate fast searching but inevitably lead 
to a loss of crucial discriminative information. Hence, they 
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reduce the number of stored frames. Key frames allow for 
sparse sampling of high-quality images with minimal noise 
and motion blur while adapting to the variability of scene 
changes. These were extracted using the PyAV package. 
Content-based analysis was used to exclude empty, blurry, 
and duplicate frames. Empty frames were determined by 
analyzing the edge count produced by the Canny edge detec-
tor, blurriness detected using Variance of Laplacian, while 
duplicate frames were identified using template matching 
with the previous frame. Once selected, the frames were 
stored to disk with their timestamps as filenames.

RetinaFace [57] was used to detect and extract faces 
from stored frames. We implemented minimum thresholds 
for confidence and size of detected faces. The predicted 
bounding boxes were enlarged to include the region around 
the faces, which were then cropped out and resized to 
256 × 256 pixels. The extracted face images were stored to 
disk with their filenames derived from the filenames of their 
respective frames, thus preserving the temporal ordering of 
faces using the timestamps of their on-screen appearances.

3.3  Identity annotation

We designed a semi-automatic framework for labelling 
unstructured collections of face images. It consists of a 
clustering step, whereby the collection is partitioned into an 
unknown number of clusters with high purity, followed by 
manual annotation to remove noisy clusters and merge clus-
ters of the same individual. Annotation was performed for 
each television channel independently at first to optimize 
accuracy and efficiency since small-scale face recognition 
systems are generally more accurate than large-scale sys-
tems and clustering algorithms are also limited by memory 
constraints. This was followed by a global annotation step, 
in which the manually cleaned clusters from all televi-
sion channels were merged using the same manual clean-
ing methodology. We note that the number of individuals 
appearing on multiple channels is fairly small since every 
channel has a unique cast of presenters and contributors. 
International news stories can be featured on multiple chan-
nels but these generally involve politicians and celebrities 
who can be identified quite accurately using existing face 
recognition systems.

3.3.1  Clustering

We deployed an ensemble of two feature representation 
models, to generate the feature vectors. The first consists 
of a ResNet34 backbone trained on the CASIA-WebFace 
[8] dataset using ArcFace loss [58] that outputs 512-dimen-
sional feature vectors. The other comprises an Inception-
ResnetV2 backbone and is trained on the VGGFace2 [20] 

achieve computational efficiency at the cost of classification 
accuracy. The proposed hierarchical retrieval index, on the 
other hand, aims to facilitate fast identity classification by 
reducing the number of comparisons without compromising 
the discriminatory power of deep features.

3  TVFace dataset

This section describes the dataset preparation process, from 
extraction of face images and labeling of person identity 
using a semi-automatic annotation framework to the final 
dataset and its statistics.

3.1  Data sources

We used YouTube live streams of international news chan-
nels as the source of the dataset since these are publicly 
available and easily accessible. These live streams not only 
feature a large number of individuals, most of whom are 
non-celebrities, but the distribution of screen time per person 
also varies significantly. Some people, such as anchors and 
politicians, appear very frequently while others may only 
be on screen for a few seconds, resulting in a long-tailed 
dataset. We selected 22 channels from 15 countries around 
the world to ensure a diverse demographic distribution in 
the dataset. Video frames were sparsely sampled for face 
image extraction since a dataset of video clips would have 
an unmanageable memory footprint at this scale. Although 
this results in the loss of continuous temporal information, 
a more discrete version is still preserved by maintaining 
metadata about the temporal order of faces in the form of 
timestamps.

A dataset sourced from videos, instead of web images, 
can more accurately represent the challenges of the video 
domain such as variations in photometric properties and 
non-discriminatory facial attributes like pose and expres-
sion. The extraction of face images while maintaining their 
temporal ordering makes the dataset suitable for the evalu-
ation of face recognition models in both image and video 
domains. It also facilitates the task of online clustering, 
which is the most realistic scenario for a real-world video 
analytics system. Moreover, the smaller memory footprint 
of face images allows for a large number of individuals to 
be included in the dataset.

3.2  Face extraction

The live streams of selected channels were accessed over a 
period of two months and downloaded at the highest reso-
lution available. We employed video compression-based 
keyframe extraction and content-based frame analysis to 
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3.3.2  Manual cleaning

Clustering results in two kinds of erroneous groupings that 
need fixing: multiple clusters for the same individual and 
multiple individuals in one cluster. The former were cor-
rected by merging all clusters for the same individual while 
the latter were excluded from the dataset.

Manual cleaning was performed on cluster pairs so that 
the annotator could examine them side by side to determine 
whether they contained images of the same person, while 
also checking both clusters for noise. For all cluster pairs, at 
most K face images were sampled from both clusters and 
shown to the human annotator. If all faces belonged to the 
same person, the clusters were marked for merging. If either 
of the clusters contained multiple individuals or non-face 
images, it was marked as noisy and excluded from the data-
set. The value of K was empirically to 25 for all channels. 
Since the number of negative cluster pairs is far greater than 
positive pairs, the search space was limited to a list of most 
similar clusters. The mean feature vector from each clus-
ter was used to compute pairwise cosine similarity between 
all clusters. A lenient threshold was then applied to exclude 
all pairs that were clearly dissimilar and the remaining 
pairs, sorted by similarity score, were selected for manual 
examination.

The manual cleaning process was repeated a few times 
to the satisfaction of the annotator. As the initial clusters 
do not completely represent a class, being merely groups of 
very similar faces, the list of most similar clusters may not 
include some positive pairs if they fail to meet the similarity 
threshold. However, as clusters are merged, more and more 
faces of the same individuals are grouped together, and the 
resulting clusters shape up to better represent their respec-
tive classes, i.e. the clustering becomes a more semantically 
significant partition. Consequently, on a successive com-
putation of the list of most similar clusters, the similarity 
between a class representative and a missed cluster of the 
same class may exceed the threshold, thus covering the 
missed cluster.

After manual cleaning, the remaining clusters were con-
sidered as classes representing specific individuals. We 
assigned a number as person ID to each class in descending 
order of the number of images contained in the class. Hence, 
the most populous class was assigned an ID of 0 while the 
least populous class was assigned n − 1, where n is the total 
number of classes. The ordering allowed us to easily iden-
tify classes containing less than 10 face images, which were 
then excluded from the dataset.

dataset using softmax loss. It also outputs 512-dimensional 
feature vectors. Both models were imported pretrained from 
the DeepFace library [59]. The outputs of individual mod-
els were L2 normalized and combined using summation, 
followed again by normalization. Face alignment was per-
formed by taking a close-crop of the face and rotating the 
image until eyes were horizontally level.

Agglomerative clustering with complete linkage [60] 
was selected as the clustering algorithm since it is param-
eterized by the pairwise distances between feature vec-
tors, which are directly optimized by feature representation 
models. The complete linkage criteria is also designed to 
yield closely-knit, “spherical” clusters, resulting in group-
ings of high purity. Cosine distance was used as the distance 
metric. Intrinsic evaluation, based on the Silhouette Coef-
ficient [61], was employed, alongside manual verification, 
to determine the optimal distance threshold for clustering. 
This value of cosine distance was found to lie between 0.2 
and 0.3 for different channels.

As hierarchical agglomerative clustering with complete 
linkage has a memory complexity quadratic in the number 
of samples, we partitioned the collection of feature vectors 
into batches and performed clustering on each batch inde-
pendently. Each cluster was then represented by the mean 
of its members and a global clustering operation was per-
formed on the mean feature vectors from all batches to yield 
the final grouping.

Although this approximation can introduce inaccuracies, 
the temporal ordering of faces can be exploited to minimize 
its impact. Due to the structure of television programming, 
on-screen appearances of people are concentrated within 
certain time periods. Therefore, we arranged the collec-
tion of feature vectors according to the timestamps of their 
respective faces and created temporally ordered batches 
where all faces extracted from contiguous scenes were 
represented in the same batch. This does mean, however, 
that the appearances of the same person at two distant time 
periods cannot be clustered in the first phase and the global 
clustering operation is aimed as the solution to this problem.

The main drawback of batched clustering is that it 
necessitates stricter thresholds, leading to an increase in 
the number of clusters for each individual and the annota-
tion workload. However, in our experience, the impact on 
cluster purity and annotation accuracy is rather small (see 
Sect. 5.5.1). Additionally, we observed that batch size had 
little impact on clustering performance, provided it was suf-
ficiently large. In our experiments, we set the batch size to 
20,000 for channels with fewer than 100,000 images and 
50,000 for those with more images.
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3.5  Dataset statistics

A total of 3,525,183 faces were detected and extracted from 
5,916,600 frames during the data collection phase. Auto-
mated clustering partitioned the dataset into 251,889 clus-
ters. After manual cleaning, which involved merging and 
exclusion of clusters, the remaining 33,462 classes contain-
ing 2,663,373 face images constitute the proposed dataset.

The dataset was extracted from television channels 
around the world and features a diverse demographic distri-
bution (Fig. 1). However, due to the limitations of publicly 
accessible live streams, only 15 countries from 5 continents 
are represented in the dataset, with South America miss-
ing. There is also a bias towards news channels from USA 
and Western Europe. Although international news chan-
nels highlight people from around the world, the aggregate 
demographic distribution of the dataset does indicate an 
over-representation of the Caucasian ethnicity.

The nature of news television also means that a signifi-
cant number of subjects in face images maintain a frontal 
pose looking towards the camera, reducing the variations 
in head pose. Face expressions seem to be fairly diverse, 
with a significant number of happy, sad, and angry faces, 
while the neutral expression is most common. There is a 
slight gender imbalance with more male faces, though there 
is a considerable female minority. A substantial number of 
masked faces are also featured in the dataset.

TVFace is also a long-tailed dataset with significant 
class imbalance due to variations in screen time of differ-
ent individuals (Fig. 3). Most face images belong to classes 
of frequently appearing individuals such as anchors, report-
ers, analysts, politicians and celebrities while most classes 
contain only a small number of face images corresponding 
to non-celebrities featured in news stories or non-recurring 
programs such as documentaries.

3.4  Attribute annotation

We also used pretrained models to automatically anno-
tate several facial attributes like age, gender, ethnicity, 
pose, expression, and mask. Pre-trained models are com-
monly used to accelerate annotation tasks and it is a widely 
accepted methodology in the field. Several large-scale face 
datasets [10, 19] have been automatically annotated using 
pre-trained models. We have adopted the same approach 
here, and have also included the confidence scores of the 
predicted labels in the annotations provided with the data-
set to indicate their reliability. Age, gender, and ethnicity 
were classified using Fairface [37] while yaw, pitch, and 
roll angles were predicted using the WHEnet [62] model for 
head pose estimation. The Emotion model from DeepFace 
[59] was used to predict face expressions. Face masks were 
detected using a MobileNetV2 model [63] trained on a col-
lection of masked face datasets.

Table 1  Benchmark datasets for face recognition
Dataset Classes Images Videos Sources
LFW [21] 5749 13 K –
MS1M [9] 100 K 10 M – Web
MegaFace2 [19] 672 K 4.7 M – Images
WebFace [10] 2 M 42 M –
IJB-A [22] 500 5712 2085
IJB-B [23] 1845 21 K 7011 Both
IJB-C [24] 3531 31 K 11 K
Buffy [15] 20 – 12 K
BBT [17] 10 – 3759
SAIL-MCB [25] 80 – 9773 Videos
YTF [16] 1595 – 3425
iQIYI-VID [26] 5000 – 600 K
TVFace (Ours) 33 K 2.6 M – Live TV

Fig. 1  Dataset Overview: TVFace consists of 2.6 million face images 
and 33 thousand classes divided into 22 subsets, one for each televi-
sion channel. Figure on the left shows the channel-wise distribution of 

images and classes while figures on the right contain aggregate distri-
butions of facial features estimated using state-of-the-art face analysis 
models
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4.1  Centroid matching

Centroid matching based on vector quantization is a basic 
approximation that can be introduced to enhance computa-
tional efficiency in face identification. Vector quantization 
is the representation of a vector by its closest centroid in 
a codebook. It can be deployed for fast face identification 
by partitioning the gallery into classes and quantizing each 
feature vector to its class centroid. This effectively reduces 
the number of comparisons required to determine the iden-
tity of a query vector to the number of classes. In the online 
scenario, the codebook is built up over time alongside the 
gallery. Given a query vector, if its distance to the closest 
centroid is within a threshold, it is assigned to the same 
class. Otherwise, it is given a new label and its respective 
centroid added to the codebook.

Centroid matching decreases the computational complex-
ity of face identification from O(n) to O(c), where n and c 
are the number of faces and classes, respectively. However, 
the number of classes can not only be quite large, especially 
in long-form video content, but will continue to increase 
over time. Consequently, there is need for a matching tech-
nique with a more favourable computational complexity in 
terms of both the number of faces and classes involved.

4.2  Hierarchical retrieval index

We propose a Hierarchical Retrieval Index to facilitate 
fast identity classification by reducing the number of com-
parisons required for face matching without compromis-
ing the discriminatory power of deep features. It consists 
of a tree structure where leaf nodes contain feature vectors 

4  Hierarchical retrieval index

Person retrieval in videos requires a stream of face images 
to be identified in real time. This is essentially an online 
clustering problem where samples are labeled one-at-a-
time, as soon as they appear, without a priori knowledge 
of all faces. A naive approach for real-time person retrieval 
is to compare each new face with all faces already present 
in the gallery and determine its identity based on nearest 
neighbors. However, this is not scalable, especially as the 
number of faces in the gallery grows over time. Therefore, a 
more efficient and scalable approach is required for practi-
cal use.

Fig. 3  Class membership distribution aggregated across all channels

 

Fig. 2  Dataset preparation pipeline. Faces are extracted from live streams of television channels and labeled using a clustering-based semi-
automatic annotation framework
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vectors in terms of pairwise similarity. As such, it is pre-
ceded by a search operation to determine the endnode clos-
est to the new vector. If the distance between the vector and 
the endnode lies within a set threshold, it is added to the 
endnode’s class as a new leaf node. Otherwise, it is assigned 
to a new class consisting of a single leaf node attached to 
its representative endnode. This subtree is then connected 
to the index as a sibling of the nearest endnode. Addition-
ally, if the two endnodes are closer to each other than any of 
their siblings, they are grouped under a new internal node, 
as shown in Fig. 5, where the two endnodes and their new 
parent are denoted with N , S and P , respectively.

The attributes of all ancestors of the new node are also 
updated to make the index consistent with new data. The 
formulas for calculation of these values are shown below, 
where fci  is the feature vector, lci  is the class label, and dci  
is the number of descendant leaf nodes for the i-th child. 
The values are calculated locally at each internal node, 
using only the attributes of its children.

representing face images while internal nodes store the mean 
feature vectors of their descendant leaf nodes. Leaf nodes 
representing the same class are grouped together under a 
single internal node, referred to as an endnode, which serves 
as the centroid for that class. The internal nodes are ordered 
according to pairwise distances like a dendrogram, enabling 
face matching to be performed as in a search tree, signifi-
cantly reducing the number of comparisons required for 
face matching. The index is built iteratively and supports 
real-time search, insert and delete operations.

4.2.1  Search

The search operation determines which leaf node in the 
index is most similar to a probe feature vector. Beginning 
at the root node, we traverse down the tree following, at 
each node, the path of the child closest to the probe. Fig-
ure 4 (top) demonstrates the search operation performed on 
a hierarchical index containing feature vectors of 5 faces 
(f1, f2, f3, f4, f5) in order to find the vector closest to the 
probe f6. Starting at the root node M12345, the distances 
between its children (M125, M34) and the probe feature vec-
tor are calculated. As f6 is closer to fM34  than fM125 , the 
former node is selected for further exploration. Next, the 
distances between the probe and M34’s children, 3 and 4, 
are calculated and 3 is chosen as the closest leaf node, bring-
ing the search operation to its conclusion.

4.2.2  Insert

The insert operation adds a new feature vector to the index 
while maintaining the hierarchical ordering of all feature 

Fig. 5  Illustration of insertion process where two nodes are grouped 
under a new internal node

 

Fig. 4  A visual demonstration of search (top) and insert (bottom) 
operations on a hierarchical index in two-dimensional feature space. 
There are five leaf nodes representing faces, numbered 1 to 5 whereas 
the nodes labelled Mi are internal nodes. Node 6 represents a probe 

face that is first used in the search operation and then inserted into the 
index. The locations of the nodes correspond to the values of their 
respective feature vectors in the 2-D space and the four colors (red, 
blue, green, and purple) represent classes
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deployment where a hierarchical ordering of the gallery can 
significantly reduce query times. For example, the highest 
layers of the index may be cached in primary memory to 
reduce search space for database queries, or the index may 
also be partitioned across a distributed computing cluster.

4.3  Limitations

The most prominent limitation of the proposed index is the 
reliance on mean feature vectors as representatives of their 
descendants. This essentially means that any query from 
the index can only return an approximate match rather than 
performing an exhaustive search. For example, during the 
search operation, a query vector is compared with the means 
of several partitions of feature vectors and only one parti-
tion is selected for further exploration according to the prin-
ciples of tree search. However, the query vector may lie on 
the boundaries of some partitions and be closer to a feature 
vector in one of the rejected partitions than any vector in the 
accepted partition.

Another issue that limits the current implementation of 
the index is the unbalanced nature of the tree structure. The 
height and width of the tree are dependent on the feature 
vectors of faces registered in the index, and thus subject to 
variation. As the time complexity of all operations on the 
index is dependant on these factors, an unbalanced tree can 
significantly diminish the gains in computational efficiency 
achieved by indexing.

5  Experiments and results

5.1  Evaluation metrics

We used several metrics for clustering performance evalu-
ation in this study including Purity, Adjusted Rand Index 
(ARI), Normalized Mutual Information (NMI), Pairwise 
F-score (FP ) and BCubed F-score (FB) [64].

Cluster purity is defined as the weighted average of max-
imal precision values across all clusters and it measures the 
extent to which clusters contain data points from a single 
ground-truth class. A higher purity score indicates better 
clustering quality, but it does not penalize excessive split-
ting of clusters.

Purity = 1
N

∑
k

max
j

|Ck ∩ Lj |� (1)

where N  is the total number of data points and |Ck ∩ Lj | 
denotes the number of common points in cluster k and class 
j.

Value =
C∑

i=1

fci
dci

dci

Label =
{

lci
iflci

= lcj
, ∀i, j

None else

Descendants =
C∑

i=1
dci

Figure 4 (bottom) shows the insertion of a new feature vec-
tor f6 into the index after its closest endnode has been iden-
tified by the search operation depicted in Fig. 4 (top). As the 
distance between the new node 6 and its closest endnode 
M34 is greater than the threshold, it is assigned to a new 
class represented by endnode M6. In this case, the distance 
between endnodes M6 and M34 is smaller than the distance 
of siblings M34 and M125. Therefore, node M6 replaces 
node M125 as the new sibling of node M34 and a new 
internal node M346 is added as parent to the new siblings. 
Finally, the attributes of internal nodes M346 and M123456 
are updated sequentially.

4.2.3  Delete

The delete operation removes leaf nodes from the index 
using sample IDs of their corresponding feature vectors. 
If the leaf node is the only member of its class, its parent 
endnode is also deleted. After the removal of these nodes, 
the attributes of all internal nodes on their path to the root 
are updated using the same procedure as followed during 
insertion.

4.2.4  Application

The proposed hierarchical index has been designed for the 
task of ordering a collection of face images according to 
their pairwise similarity by ensuring that similar feature 
vectors are inserted close to each other in the tree data struc-
ture. This property enables its application for several tasks 
in face recognition, and information retrieval in general.

In face identification, all images in the gallery can be reg-
istered in the index to facilitate fast face matching against 
probe images. The gallery can also be expanded in real-time 
with minimal impact on query computation time and feature 
vector integrity. Online face clustering is the primary use-
case for the index and can be achieved simply by assigning 
a label to all feature vectors during the insert operation. The 
index can also be used for the calculation of approximate 
nearest neighbors by modifying the search operation which 
currently returns only the first nearest neighbours. The 
Hierarchical Retrieval Index is also well-suited for very-
large scale scenarios involving databases and distributed 
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The generalizability of face representation models was eval-
uated using ROC curves of True and False Positive Rates 
for face verification, where TPR is the fraction of genuine 
pairs with similarity score above the threshold while FPR 
is the fraction of imposter pairs with similarity score above 
the threshold. Face classification performance was judged 
based on F-scores.

5.2  Face clustering

We evaluated several unsupervised and supervised face 
clustering algorithms on the TVFace dataset. Faces in each 
subset were clustered independently and graded using 
ground truth labels. In unsupervised algorithms, all face 
images from each subsets were used for clustering. For 
supervised methods, the classes in each subset were split 
into two equal-sized train and test sets, in order to ensure 
that training and testing are performed on disjoint sets of 
classes. Hyperparameters were selected based on best pair-
wise and BCubed F-scores.

For unsupervised clustering algorithms, we considered 
a traditional clustering method DBSCAN [65], along with 
two recently proposed unsupervised clustering algorithms, 
Approximate Rank-Order (ARO) [41], and FINCH[43]. 
ARO is similar to agglomerative clustering but uses a dis-
tance measure based on shared nearest neighbors of face 
images while FINCH performs iterative clustering based 
on connected components in an adjacency matrix derived 
only from first neighbor relations. For supervised cluster-
ing, we experimented with three Graph Convolutional Net-
work (GCN)-based methods: L-GCN [46], GCN-V [47], 
and STAR-FC [48]. L-GCN employs graph learning to infer 
the likelihood of linkage between image pairs in sub-graphs 
that depict local context, while GCN-V predicts vertex con-
fidence and edge connectivity using GCNs to perform clus-
tering. STAR-FC integrates a structure-preserved subgraph 
sampling strategy to enable training on very large-scale 
datasets.

Figure  6 summarizes the aggregate performance of all 
clustering algorithms on the TVFace dataset. A more detailed 
analysis is provided in Table 2. ARO and DBSCAN were in 
tight competition for the best unsupervised algorithm, with 
ARO gaining a slight edge. GCN-V showed the best perfor-
mance among supervised algorithms, with L-GCN finishing 
last. Overall, unsupervised algorithms fared a lot better than 
supervised algorithms, perhaps due to the relatively small 
number of training samples, numbering from tens of thou-
sands to over a hundred thousand across different subsets. 
Another reason could be the unsuitability of TVFace as a 
training dataset, as evident from experiments in Sect. 5.4.

Table 3 compares the performance of different face clus-
tering algorithms on three large-scale datasets, MS1M [9], 

Rand Index corresponds to pairwise accuracy, the pro-
portion of pairs that are clustered together or apart in both 
predicted and true partitions. It is adjusted between −1 and 
1 to ensure a value close to 0.0 for random labelling.
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where nij  is the number of elements in both cluster i and 
ground-truth class j, ai is the total number of elements in 
cluster i, bj  is the total number of elements in ground-truth 
class j, and N  is the total number of elements.

NMI measures the agreement of predicted groupings 
with ground truth labels based on mutual information, nor-
malized against chance. Its values range from 0 to 1, with 
higher values indicating better clustering.

NMI = 2I(C, L)
H(C) + H(L) � (3)

where

I(C, L) =
∑

i

∑
j

P (i, j) log P (i, j)
P (i)P (j) � (4)

H(C) = −
∑

i

P (i) log P (i) � (5)

H(L) = −
∑

j

P (j) log P (j) � (6)

P (i), P (j), and P (i, j) represent probability distribu-
tions of cluster assignments and ground-truth labels.

Pairwise F-score is calculated using pairwise precision 
and recall scores obtained by counting pairs, true and false, 
positive and negative.

PP = TP
TP + FP

, RP = TP
TP + FN

� (7)

On the other hand, precision and recall for BCubed F-score 
are calculated per sample based only on samples in its clus-
ter and class.

PB = 1
N

∑
i

|cluster(i) ∩ class(i)|
|cluster(i)| � (8)

RB = 1
N

∑
i

|cluster(i) ∩ class(i)|
|class(i)| � (9)
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ARO and HAC achieve the best performance on Web-
Face42 with TVFace being a close second, while the posi-
tions are reversed in the case of DBSCAN. MS1M is the 
most difficult to cluster dataset for all three unsupervised 
algorithms. However, supervised algorithms L-GCN and 
GCN-V achieve the highest scores on MS1M while STAR-
FC [48] benefits greatly from its large-scale training optimi-
zation with excellent scores on WebFace42, the largest of 
the three datasets. TVFace appears to be the most difficult 
dataset for supervised clustering techniques, with scores 
lower than even unsupervised algorithms.

5.3  Online face clustering

We evaluated centroid matching and Hierarchical Retrieval 
Index for the task of online face clustering on the MS1M 
[9] dataset, a benchmark for face clustering, and each of the 

subsets of TVFace. Table 4 reports the results of online clus-
tering experiments, alongside a comparison with traditional 
offline clustering techniques.

Online clustering models outperformed traditional 
clustering algorithms on both datasets. Centroid-based 

WebFace42 [10], and TVFace. The scores for TVFace are 
aggregated across all of its subsets except for HAC for 
which the scores represent the average of only three sub-
sets, ABC News (Aus), Channels TV, and PTV World, due 
to memory constraints.

Table 2  Comparison of unsupervised and supervised face clustering algorithms on TVFace dataset
Method Clusters Purity (%) Rand (%) NMI (%) FP FB

ARO [41] 130,210 94.4 66.2 93.3 66.6 84.7
DBSCAN [65] 75,039 90.3 61.7 93.9 62.2 88.0
FINCH [43] 24,895 83.9 43.6 89.5 43.9 69.3
L-GCN [46] 530,196 94.1 18.9 76.4 19.0 56.8
GCN-V [47] 27,810 96.3 48.4 91.0 48.8 70.2
STAR-FC [48] 552,521 93.0 38.6 76.4 39.1 49.8

Table 3  Comparison of face clustering algorithms on MS1M, WebFace42, and TVFace datasets
Method MS1M WebFace42 TVFace

FP FB FP FB FP FB

ARO [41] 52.8 52.9 76.9 88.8 66.6 84.7
HAC [60] 54.4 69.5 74.3 85.5 68.4 81.9
DBSCAN [65] 63.4 66.5 60.2 77.9 62.3 87.9
L-GCN [46] 75.8 81.6 – – 19.1 56.8
GCN-V [47] 83.5 82.6 – – 48.8 70.2
STAR-FC [48] 88.3 86.3 95.4 94.9 39.1 49.8
The scores on MS1M and WebFace42 were obtained from [48]

Table 4  Evaluation of centroid matching and Hierarchical Retrieval Index for online clustering and their comparison with traditional offline clus-
tering techniques
Method MS1M TVFace

FP FB Time FP FB Time
ARO [41] 52.8 52.9 26.6 m 66.6 84.7 4.2 h
HAC [60] 54.4 69.5 12.7 h 68.4 81.9 8.4 h
DBSCAN [65] 63.4 66.5 1.7 h 62.3 87.9 4.5 h
Centroid 83.4 82.6 5.6 h 84.9 88.2 3 h
HRI 76.9 75.5 18.8 h 77.5 80.6 5.7 h

Fig. 6  Comparison of unsupervised (ARO, DBSCAN, FINCH) and 
supervised (L-GCN, GCN-V, STAR-FC) face clustering algorithms on 
TVFace dataset

 

1 3

Page 11 of 21     88 



Pattern Analysis and Applications           (2025) 28:88 

computational overhead to ensure its consistency with new 
data. Consequently, the index needs further optimization to 
minimize this overhead if it is to be a viable alternative to 
centroid matching. That said, HRI does have a better com-
putational complexity than centroid matching, with its aver-
age complexity being closer to logarithmic in number of 
classes. Regardless, at the scale of our experiments, where 
the number of classes was only a few thousand, this differ-
ence in complexity did not have a significant impact.

5.4  Face representation

Although TVFace is primarily a benchmark dataset, we 
also investigated its potential for training face representa-
tion models. This is not a straightforward task, however, as 
such models require large datasets containing high quality 
images of a diverse set of faces with varying facial features 
and minimal noise, whereas TVFace consists of faces cap-
tured in unconstrained environments with significant pho-
tometric distortions. Moreover, it is split across multiple 
subsets, one for each television channel, which cannot be 
simply merged without accounting for class overlap as some 
individuals may appear on multiple channels. Therefore, we 
begin with fine-tuning a pretrained representation model on 
each subset independently to analyze its impact on feature 
generalizability.

A ResNet34-based ArcFace [58] model pretrained on 
the CASIA-WebFace [8] dataset was selected as the base-
line for these experiments. All subsets were partitioned into 
training and testing sets in an 80 : 20 ratio. The training sets 
were used to fine-tune the baseline model for 2 epochs at a 
learning rate of 0.0001, preceded by a warm-up epoch at 0.1 
with the backbone frozen. The fine-tuned models were then 
evaluated for face verification on the LFW [21] and YTF 
[16] benchmarks.

The ROC curves of 5 fine-tuned models are shown in 
Fig. 9 alongside the baseline. On LFW, verification accuracy 
is diminished for very low false positive rates and improved 
for false positive rates above 0.001, whereas the opposite 
trend is observed on YTF. Models fine-tuned on the Arirang 
and Africanews subsets of TVFace perform worse on LFW 
at all false positive rates due to the differences in the demo-
graphic distributions of training and test sets. The contrast-
ing results obtained on image-based LFW and video-based 
YTF highlight the significance of the domain gap between 
images and videos.

We also tested the fine-tuned models for face classi-
fication on all subsets of the TVFace dataset. A single-
layer neural network, with feature vectors as its input, was 
trained for each subset and used to classify the identities in 
its test set. Figure 10 shows the F-scores of each subset’s 
classifier when using different face representation models. 

identification was the most accurate technique, almost 
matching the performance of state-of-the-art supervised 
clustering models on part1_test subset [45] of the MS1M 
dataset. The Hierarchical Retrieval Index was comparatively 
less accurate as it is essentially an approximation of centroid 
matching. The scores on TVFace are higher across the board 
as clustering was applied on its subsets individually, with 
each subset containing significantly fewer samples than the 
MS1M subset. Moreover, the large number of classes and 
significant intra-class variation in MS1M increase the like-
lihood of impure clusters. This difference is also apparent 
from Fig. 7 that shows t-SNE visualizations of ten classes 
from MS1M and the ABC News subset of TVFace, colored 
according to predicted cluster labels.

The Hierarchical Retrieval Index is also considerably 
slower than centroid matching, with twice its mean query 
time (Fig. 8). Here, query time refers to the time taken to 
label a new sample and add it to the gallery. In centroid 
matching, it is only dependent on the search operation since 
insertion has a constant time complexity. However, the inser-
tion operation in hierarchical index introduces a significant 

Fig. 8  Query time comparison between centroid and hierarchical 
matching on MS1M and ABC News datasets

 

Fig. 7  t-SNE visualizations of clustering using Hierarchical Retrieval 
Index on MS1M and ABC News datasets. Each point is a feature vec-
tor representing a face image and is colored according to its predicted 
cluster label
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while the latter required computation of intra-class dis-
tances based on feature vectors extracted during the annota-
tion process, followed by the removal of classes with mean 
intra-class cosine distance of 0.1 or less.

The impact of these preprocessing techniques on face 
verification performance can be observed in Fig.  11 that 
shows ROC curves for models fine-tuned on ABC News. 
Balancing classes leads to substantial improvement in true 
positive rates on the LFW dataset. This performance is fur-
ther enhanced when only large images or diverse classes are 
included in the training data, and combining the three tech-
niques results in the best trained model. Excluding infre-
quent classes roughly approximates this combination since 
these classes feature background characters represented 
only by a small number of noisy images. Performance on 
the YTF dataset, however, is fairly steady for all techniques.

Figure  12 summarizes face classification results of the 
aforementioned models. The base model trained without 
any preprocessing achieved the highest F-scores on mul-
tiple subsets, though excluding classes with limited intra-
class diversity also resulted in comparable performance. 
The preprocessing techniques do seem to enhance feature 
generalizability as their scores on subsets other than ABC 
News are fairly good.

Finally, we combined all subsets of TVFace into a single 
training dataset containing 2.4 million images and 29, 501 
classes by merging overlapping classes using hierarchical 
clustering. The mean feature vectors of all classes were 
clustered with single linkage at a cosine distance threshold 
of 0.2, and only the most populous class from each clus-
ter was retained. We then applied all three preprocessing 
techniques discussed above to generate TVFace+, a dataset 

Unsurprisingly, the best performing representation model 
for each subset was the one fine-tuned on it. However, the 
models appear better suited for feature representation in the 
video domain even when trained on different subsets.

Additionally, we explored several dataset preprocess-
ing techniques to enhance model training. As TVFace is a 
long-tailed dataset, random sampling with replacement was 
employed to acquire 50 images from each class in order to 
overcome class imbalance. The impact of image quality was 
evaluated by selecting only large faces that occupied more 
than 5% of a video frame. Furthermore, we experimented 
with the exclusion of certain classes that could be deemed 
unsuitable for face representation learning, e.g. classes with 
few images or high intra-class similarity. The former was 
achieved simply by selecting classes with at least 50 images 

Fig. 10  F-Scores for face classification using representation models 
trained on different TVFace subsets

 

Fig. 9  ROC curves of models fine-tuned on different TVFace subsets, for face verification on LFW and YTF benchmarks
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images and significant variations in pose, illumination, and 
expression. The preprocessing techniques appear to remove 
a large number of challenging images that aid the model 
in adapting to the video domain, leading to poor results on 
YTF.

On the other hand, models trained from scratch per-
formed quite poorly in comparison with the baseline. This is 
possibly because TVFace contains face images captured in 
unconstrained environments, including low-quality or even 
occluded and masked faces, whereas representation models 
are generally trained on high quality web images with clear 
facial features. Another potential reason is the lack of sig-
nificant intra-class variations in most classes due to the short 
data collection period during which people appeared on 
screen infrequently and their appearances remained largely 
unchanged. In fact, the main sources of intra class diversity 
in the dataset are photometric variations, such as illumina-
tion and video artifacts, and volatile facial attributes such as 
expression, pose, hairstyle, and accessories. Consequently, 
only anchors and prominent international celebrities com-
prise diverse classes.

Figure 14 presents a comparison of intra-class distance 
distribution between TVFace and MS1M [9], a commonly 
used dataset for training face representation models. Feature 
vectors generated during the annotation process were used 
to compute intra-class distances in TVFace. For MS1M, we 
used the feature vectors of part1_test subset provided by 
[45]. Although these feature vectors are not directly com-
parable, having been generated by different representation 
models, it is apparent that intra-class diversity in TVFace is 
fairly limited.

comprising 578, 750 images and 11, 575 classes. These 
datasets were used not only to fine-tune the aforementioned 
baseline but also to prepare new models from scratch by 
training a ResNet34 backbone for 5 epochs using ArcFace 
[58] loss at a learning rate of 0.001.

Figure  13 shows the ROC curves of these models on 
both face verification benchmarks. Fine-tuning on the com-
plete dataset significantly improves verification accuracy 
at all false positive rates, with video-based YTF benefiting 
the most. It is interesting to note that while preprocessing 
improves fine-tuned performance on LFW, it has a nega-
tive impact on YTF. This can be attributed to characteristic 
differences between the two datasets, with LFW being an 
image-based dataset with relatively high-quality images, 
and YTF a video-based dataset with more low-quality 

Fig. 12  F-Scores for face classification using representation models 
trained on ABC News with different preprocessing techniques

 

Fig. 11  ROC curves of models fine-tuned on the ABC News subset using different preprocessing techniques, for face verification on LFW and 
YTF benchmarks
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5.5  Ablation studies

5.5.1  Identity annotation

The proposed semi-automatic annotation framework 
includes an unsupervised clustering step that groups together 
obviously similar images in order to reduce the workload 
of human annotators. We use hierarchical agglomerative 
clustering to perform this task of partitioning the collection 
into an unknown number of clusters. However, the origi-
nal algorithm is modified to incorporate a batching protocol 
for scalability. It also requires a threshold hyperparameter 
that needs to be fine-tuned according to the dataset. We 
employed intrinsic evaluation, based on Silhouette Coeffi-
cient [66], alongside manual verification, to determine the 
optimal distance threshold. Table 5 shows a comparison of 
Silhouette scores for two channels at different thresholds.

Table 5  Intrinsic evaluation of batched hierarchical agglomerative 
clustering at different merging thresholds τ
Channel τ Clusters Silhouette
News12 0.20 9147 0.24

0.25 6312 0.36
0.30 4861 0.45
0.35 3126 0.41
0.40 2432 0.28

Euronews 0.20 8943 0.24
0.25 7116 0.36
0.30 4952 0.40
0.35 3480 0.31
0.40 2145 0.19

Fig. 14  Comparison of intra-class 
distance distribution between 
TVFace and MS1M [9] datasets

 

Fig. 13  ROC curves of models trained and fine-tuned on TVFace and TVFace+ datasets, for face verification on LFW and YTF benchmarks
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computing feature similarity may also be an important fac-
tor to consider for the model.

The results of these ablation studies are reported in Table 
8. Using the feature vectors of all descendant leaf nodes for 
calculating internal node values produces better results than 
using only the feature vectors of immediate children, as the 
internal nodes are more representative of their descendants 
in the former case. However, it also makes the index more 
susceptible to unbalanced distribution of vectors in the fea-
ture space, leading to slightly reduced efficiency. Cluster-
ing performance is also unaffected by the choice of distance 
metric in the case of leaf node-based mean calculations, 
although euclidean distance leads to slightly faster compu-
tation time.

Figure 15 visualizes the depths of all leaf nodes in the 
complete index under different averaging strategies and dis-
tance metrics. The color gradient of sample labels suggests 
that the children-based index readily generates new clusters 
for new samples. This is because the mean of a node’s chil-
dren does not adequately represent its descendants, leading 
to inaccurate search operations. As the nearest neighbors of 
a new feature vector are not found, it has little chance of 
being added to an existing cluster and instead forms a new 
one. In contrast, search operations in leaf nodes-based index 
are fairly accurate, allowing samples to find the correct clus-
ters regardless of insertion order.

6  Discussion

6.1  Limitations of content-based identity 
annotation

Identity annotation is the main challenge in the prepara-
tion of face datasets. Web image-based datasets are preva-
lent because metadata from search engines and databases 
can be used to derive fairly accurate identity labels. In 
contrast, videos offer too little information for completely 
automatic annotation. Weak supervision is available in the 
form of temporal constraints but these can only be utilized 
to define similar and dissimilar groups of face images. 
Movies and serials can benefit from scripts and lists of cast 
members but the grouping of faces must still be performed 
using existing face recognition systems. In long-form video 
content, automatic annotation is limited to content-based 

We also evaluated the batching and threshold optimiza-
tion techniques using ground truth labels from the annotated 
dataset. The original and batched variants of agglomerative 
clustering were used to cluster several subsets of the TVFace 
dataset at different values of the threshold hyperparameter. 
The best threshold was selected for each method based on 
pairwise and BCubed F-scores. A comparison of the best 
partitions generated by both algorithms is shown in Table 6. 
Across the three subsets, HAC predicts more clusters than 
HAC-B, leading to higher cluster purity. The most probable 
cause of this behaviour is the global clustering operation in 
the batching protocol where clusters from different batches 
are combined based on their centroids.

The choice of distance threshold was evaluated by 
applying the batched hierarchical agglomerative clustering 
algorithm at different thresholds on several subsets of the 
TVFace dataset. Table 7 shows the results of this experi-
ment for three subsets. It is apparent that cluster purity is 
highest in the 0.2−0.3 range, although such strict thresholds 
also increase the number of clusters, causing pairwise and 
BCubed F-scores to suffer.

5.5.2  Hierarchical retrieval index

The impact of certain design choices on clustering perfor-
mance of the Hierarchical Retrieval Index also merits closer 
inspection. In our proposed methodology, the value of an 
internal node is calculated as the mean of its descendant leaf 
nodes, since these nodes represent actual faces. An alter-
native is to calculate this value as the unweighted mean 
of the node’s children. The choice of distance metric for 

Table 6  Impact of batching protocol on the performance of hierarchi-
cal agglomerative clustering
Channel Method Clusters Purity
ABC News (Aus) HAC 921 99.7

HAC-B 729 99.3
Channels TV HAC 1,260 93.2

HAC-B 985 87.9
PTV World HAC 755 99.4

HAC-B 458 94.7

Table 7  Impact of the merging threshold parameter, τ , on the perfor-
mance of batched hierarchical agglomerative clustering
Channel τ Clusters Purity FP FB

Africanews 0.2 2559 98.9 68.4 86.1
0.3 1308 91.9 86.4 90.1
0.4 805 76.0 75.0 81.1

Arirang 0.2 5901 99.8 50.9 69.2
0.3 2104 96.0 77.8 86.2
0.4 864 79.0 81.5 81.7

Bloomberg 0.2 4601 100 72.6 82.0
0.3 1982 99.3 87.5 92.8
0.4 1307 96.3 93.4 94.5

Table 8  Evaluation of design choices in Hierarchical Retrieval Index 
for online clustering on ABC News (Aus) dataset
Mean Distance FP FB Time
Children Cosine 80.6 85.3 42 s

Euclidean 85.4 84.6 35 s
Leaf Nodes Cosine 92.3 91.6 75 s

Euclidean 92.5 91.8 62 s
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individual can be merged without the interference of dif-
ficult samples, further increasing clustering accuracy. In 
fact, all algorithms used in the automatic annotation pro-
cess, from feature representation and clustering models to 
hyperparameter optimization protocol, introduce biases in 
the final labeling that can only be minimized by manual 
cleaning. Therefore, it is important to be cognizant of these 
biases when using a dataset for the development of face rec-
ognition systems.

It is also pertinent to note that the proposed manual 
cluster merging process is not exhaustive, since the human 
annotator is only shown cluster pairs that are similar enough 
so as to merit closer inspection. This similarity is calcu-
lated based on feature vectors and is, thus, subject to the 
same inaccuracies as any other face recognition system. We 
attempt to rectify this situation by performing the manual 
annotation process iteratively, but this can only yield a better 

retrieval techniques, such as the clustering of feature vec-
tors extracted from face images, as there is very little infor-
mation about the identities of people appearing in the video 
streams. This can lead to biases towards retrieval techniques 
used for annotation.

For example, our identity annotation framework uses 
batched hierarchical agglomerative clustering (HAC-B) 
to partition the dataset into small, pure clusters in order to 
facilitate manual annotation. Even though this step is fol-
lowed up by a cleaning process where clusters of the same 
individual are merged and impure clusters are separated, 
HAC-B achieves the highest test scores for face clustering 
on TVFace. This is because impure clusters contain samples 
that HAC-B cannot group accurately and removing these 
samples from the dataset makes it easier for the algorithm to 
cluster the remaining data points. It also allows for lenient 
thresholding where multiple clusters belonging to the same 

Fig. 15  Depths distribution of leaf nodes in the complete index using different averaging strategies and distance metrics
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6.3  Insights into deep feature representations

In applying the face recognition pipeline for identity label-
ing of the TVFace dataset and the following manual anno-
tation phase, we observe several patterns that provide 
valuable insights into the workings and limitations of face 
representations models and may prove useful for develop-
ment of novel methods to overcome these challenges.

Deep feature representations are trained to jointly model 
all facial features, including non-discriminatory features, 
such as facial expression and pose. Consequently, varia-
tions in non-discriminatory features can lead to significant 
changes in the feature vector, resulting in false predictions 
if the vector crosses class boundaries. Figure  16 shows 
some examples of faces grouped into different clusters due 
to changes in illumination, pose, expressions and facial 
accessories. These false negatives can be reduced by loos-
ening the threshold for class boundaries but that would also 
increase false positives and face representation systems 
need to be improved to ease this trade-off.

approximation. Consequently, it is possible that the dataset 
contains multiple classes corresponding the same individual 
if their mean feature vectors are sufficiently distant.

6.2  Balancing diversity in a composite dataset

TVFace is a composite dataset consisting of 22 subsets that 
have each been annotated independently with the assump-
tion that the number of individuals appearing in multiple 
subsets is fairly small and can generally be detected using 
existing face recognition systems. Each subset corresponds 
to a television channel and is thus unique in terms of its 
photometric properties and demographic distributions. This 
allows the developers of face recognition systems to modify 
the photometric properties and demographic distributions 
of the dataset by combining different subsets. For example, 
the performance of a recognition system on ABC News, 
Africanews, and CNA subsets can be compared to identify 
biases towards particular ethnicities.

Fig. 16  Qualitative evaluation of inaccurate face clustering due to variations in non-discriminatory facial features. Numbers at bottom left denote 
cluster IDs
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expressions, and pose, which can provide a more compre-
hensive understanding of facial features and allow for the 
development of robust recognition and analysis systems. A 
masked face dataset, as well as a face expressions dataset, 
could be particularly useful in this regard as there are quite 
a few masked faces in the current dataset and videos often 
feature a wide distribution of facial expressions.
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